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The aim of this paper is to present a new mobile group decisiaking model to deal with heteroge-
neous information and changeable decision contexts. Tadehiakes into account that experts have
different backgrounds and knowledge levels, allowing te diferent preference representations as
fuzzy preference relations or linguistic preference refet with multigranular linguistic information.
Furthermore, we allow to introduce some changes on thenatiees of the problem at every stage
of the decision process. To do that: i) a mobile implemeniais proposed to reduce the number
of changes and ii) a mechanism to insert/remove alterrstivéncluded in the model. Finally, our
new decision model incorporates a feedback mechanismehdssecommendations to the experts in
order to quickly obtain a high consensus level.

Keywords Group decision making; consensus process; mobile deviegsrogeneous information;
multigranular linguistic term sets; changeable contexts.

1. Introduction

Group decision making (GDM) is present in many real worldatibns'= Consequently,
the study and modelling of GDM problems is necessary and itapbnot only in Deci-
sion Theory but also in areas such as Management Sciencet@ps Research, Politics,
Social Psychology, and so on. In such circumstances, thei@set of alternatives to solve
a problem and a group of experts that express their prefesdmcmeans of a set of evalu-
ations and try to achieve a common solution.
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In an ideal GDM situation, all the experts could expressrtheferences in a precise
way by using numerical values. Unfortunately, in many cades to the experts’ back-
ground or the kind of information, experts can not represeeir preferences precisely
in a quantitative way. In these cases, it seems to be morauatiethe use of qualitative
concepts instead of numerical values. Several authorsgrav@ed interesting results on
GDM with the help of fuzzy theor§:1° Even, some of them have proposed the necessity
of a linguistic approach to model that situatidfs?®

A linguistic approactis an approximate technique which represents qualitatipeets
as linguistic values by meanslaiguistic variablesthat is, variables whose values are not
numbers but words or sentences in a natural or artificiallagg*®?° An important pa-
rameter to determine a linguistic approach is the numbengtilstic variables, that is, the
cardinality of the term set. There are cases where expertssrhomogeneous in the sense
of they have different background and levels of knowledgeualthe alternatives, and as
consequence, they might use linguistic term sets with miffegranularity to express their
preferences. In such cases, we say that GDM problem is defireechultigranular fuzzy
linguistic contex*¥23 Given these facts, it seems reasonable that each expegahte
most appropriate preference’s representation to expiseéghown opinions.

On the other hand, classical GDM models are frequently definéxed frameworks.

In order to make the decision making process more realisegems reasonable to design
a model which is able to deal with changeable elements insigcimaking. The main
element that could vary through the decision making proetite set of alternatives of
the problem because they could depend on dynamical extiactaks, for example, the
traffic,2* or the meteorological conditiorf8In such a way, we propose to solve changeable
decision problems in which, at every stage of the processgigctussion is centered on a
changeable set of alternatives.

Nowadays, we are realizing many significant advances in thehuman interact with
technology. The spread of e-services and wireless or mdbileces has increased acces-
sibility to data and, in turn, influenced the way in which serake decisions while they
are on the move. Users can make real-time decisions basdtandst up-to-date data
accessed via wireless devices, such as portable compuotebsie phones, and personal
digital assistants (PDAs), which are usually carried &l time and allows to make deci-
sions anytime and anywhere. Thus, the adoption of the latebile technologies extends
opportunities and allows to carry out consensus proceskesevpreviously could not be
correctly addressed. Such adoption is based on the assumtipdit if the communications
are improved the decisions will be upgraded, because tbagii®n could be focussed on
the problem with less time wasted on unimportant is¢6&sln addition, as we have faster
decisions, the number of changes in the context is drastieaduced.

The aim of this paper is to present a mobile GDM model to deadraatically with
heterogeneous information and changeable GDM contextscdjeve propose the use of
heterogeneous information, that is, we assume that thetsxperess their preferences by
means of both fuzzy preference relations and multi-grariniguistic preference relations.
The model also incorporates a mechanism to control the lesshanges on the set of
alternatives that could appear through the decision mafiingess. As a result, we deal
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with heterogeneous scenarios at every stage of the degsomess making uniform the
different kinds of preferences in order to compute them dntdio a collective solution.
Secondly, all possible changes of the alternatives of tluésia context are managed.
Thirdly, users receive recommendations to change thefiepeces in the best way to make
a convergent process toward the consensus, reducing iwalgishe number of rounds to
reach it. Finally, it is worth noting that the process is atout by using mobile devices to
send/receive information to/from the experts. Thus, duké@nytime and anywhere usage
of this kind of devices, the communication flow is faster aodsequently, the number
of changes of the context is lower. Accordingly, we can codelthat with the use of
this mobile GDM model, the user satisfaction and partiégratn the GDM process is
improved.

To do so, the paper is set out as follows. Some consideragiomgt classical, hetero-
geneous and changeable GDM framework are presented i2.S&ection3 deals with the
new mobile model based on heterogeneous and changealdsisort case of use carried
out with mobile devices is shown in Sek.Finally, in Sec5 we point out our conclusions.

2. HeterogeneousInformation and Changeable Contextsin Group Decision
Making Problems

In this section, we show some information, motivations aadkiground about classical,
heterogeneous and changeable GDM frameworks.

2.1. Group decision making problem

A decision making process, consisting in deriving the bggion from a feasible set, is
present in just about every conceivable human task. It isooisvthat the comparison of
different actions according to their desirability in déeis problems, in many cases, it
cannot be done by using a single criterion or an unique perBons, we interpret the
decision process in the framework of GD¥#®

In a classical GDM situation there is a problem to solve, aittmh set of possible
alternatives X = {z1,22,...,2,}, (n > 2) and a group of two or more experts, =
{e1,e2,...,em}, (m > 2) characterized by their own ideas, attitudes, motivatiamns a
knowledge, who express their opinions about this set ofredtéves to achieve a common
solution30-32

Usual resolution methods for GDM problems are composed hy different pro-
cesse®!’33 (see Figl):

(1) Consensus procest any decision process, it is preferable that the expedshra
high degree of consensus on the solution set of alternafivess, this process refers
to how to obtain the maximum degree of consensus or agreeanesrig the experts
on the solution alternatives.

(2) Selection procesghis process consists in how to obtain the solution set efraditives
from the opinions on the alternatives given by the experts.
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Fig. 1. Resolution process of a GDM.

2.2. Heterogeneous information and changeable contextsin group decision
making frameworks

Recently, GDM problems have been studied and approacheddifterent angles, show-
ing that this kind of problems are not always under fixed ctonls and there exist many
different heterogeneous and changeable GDM contexts.

2.2.1. Heterogeneous preferences’ representation

In some GDM situations an individual may have vague inforamaabout the preference
degree of the alternative; overz; and can not express his preference with an exact nu-
merical value. Then, a more realistic approach is to usaiigtig assessments instead of
numerical values, that is, to suppose that the prefereneeasszessed by means of lin-
guistic termst®34 Thus, the expert's knowledge degree on the problem deteshire way
and domain in which this expert is able to express his prat&® In such a way, those
experts with high knowledge degree can give their opinionsiging rigorous quantita-
tive (numeric) variables and others experts with low knalgkedegree could express their
preferences in a non precise qualitative (linguistic) wityerefore, the context must be
defined using both quantitative and qualitative conceptthis paper we assume that the
experts could use two kind of preference relations to reprietheir preference$:4

e Fuzzy preference relations
Fuzzy preference relations (FPRs) are widely used in thid &f problems because they
are more informative than preference orderings or utilitydtions3® allowing the com-
parison of the alternatives in a pair by pair basis. Thus;susave much more freedom
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at giving their preferences and they can gain expressigigyrst other preference repre-
sentations. By definition, a fuzzy preference relatibhc XxX, given by an expet;,
is a fuzzy set defined on the product $étx X, that is characterized by a membership
functionppn : XXX — [0,1], whereppn (x;, x;) = pfj denotes the preference degree
of the expertk;, on the alternativer; overx;.

When cardinality ofX is small, the preference relation may be conveniently repre
sented by am x n matrix P" = (p,).
Multigranular fuzzy linguistic preference relations
Fuzzy linguistic modelling is an approach based on the quimafdinguistic variable to
deal with qualitative assessments. In this approach, sisssds of the preferences on
pairs of alternatives are provided in the form of linguiséoms or labels of a linguistic
term setS = {so, s1,. .., 54 }. Animportant issue to analyze is the granularity or cardi-
nality of the linguistic term set. The granularity 8fshould be small enough so as not to
impose useless precision levels on the users but large bBriowdlow a discrimination
of the assessments in a limited number of degrees. In additie following properties
are assumed:

(1) The setS is ordereds; > s; if i > j.

(2) There is the negation operatdV: EG(s;) = s; | j = (g —1).

(3) There is the max operataVf AX (s;, s;) = s; if s; > s;.

(4) There is the min operatodl IN (s;, s;) = s; if 5; < s;.

The semantics of the linguistic terms can be given in thréferéint ways*? i) implicit
numerical scale, ii) explicit quantitative or fuzzy scabed iii) operating directly on
qualitative scales. In this paper, we assume the case whiifed each linguistic term
by using a fuzzy number on tHe, 1] interval. One way to characterize a fuzzy number
is by using a representation based on parameters of its mshipéunction?34* For
example, the following semantics can be assigned to a setvefigerms:

— N = Null = (0,0,0.17)

— VL =VeryLow = (0,0.17,0.33)
- L = Low = (0.17,0.33,0.50)

— M = Medium = (0.33,0.50,0.67)
— H = High = (0.50,0.67,0.83)

— VH =VeryHigh = (0.67,0.83,1)
— P = Perfect =(0.83,1,1)

The ideal situation for GDM problems defined in linguistiow@ins would be that all
the experts use the same linguistic term Sab express their preferences about the
alternatives. However, in some cases, experts may belamg te distinct research ar-
eas, and therefore could have different background andslef&nowledge. A conse-
quence of this is that they need to express their preferdncesing linguistic term sets
with different granularityS;, = {s{},..., sl },h,€ {1,2,...,m}. In such a case, the
GDM problem is defined in a multigranular fuzzy linguisticndext?+22 In our case,
we propose the use of multigranular fuzzy linguistic prefere relations to represent

experts’ preferences. The multigranular linguistic apgtohas proven its usefulness
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in many problems, e.g., in decision making, quality evabmtinformation retrieval
models, etd>>2

A Multigranular Fuzzy Linguistic Preference Relation (MPR) P" given by an
expertey, is a fuzzy set defined on the product sétx X, that is characterized by a
linguistic membership functioppr. : X x X — S}, where the valugpn (z;, z;) =
pfj is interpreted as the linguistic preference degree of ttegradtiver; overz; for the
expertep,.

2.2.2. Changeable contexts

Frequently, the proposed resolution methods for GDM proBlare static, that is, it is
assumed that the elements of the problem (alternativesxqatts acting in the problem)
remain fixed throughout the decision making process. Howy@veeal decision situations
we find several GDM scenarios in which the number of alteveatcould vary during the
decision making proces$>3 Sometimes, when the decision process is slow or it takes a
long time, the set of feasible alternatives has to be chdgédecause his availability or
feasibility could change during the decision making timar. €&xample, in e-commerce de-
cision frameworks, where the alternatives are the itemscinad be bought, it is possible
that the availability of some of these items changes whifeeets are discussing and mak-
ing the decision, even, new good items might become availdiiierefore, in this paper
we assume GDM problems with a changeable set of alternatives

3. A New GDM Model Based on Heter ogeneous I nfor mation and Changeable
Decision Contexts

In this section, we present a new GDM model that incorporsdese mechanisms to man-
age the changes of the context that might happen during ttisiole process. Further-
more, the model is specifically designed to give freedom &éakperts in the way that
they provide their preferences with heterogeneous infionathat is by means of both
preference relations, fuzzy preference relations andifgranular linguistic preference
relations. Thus, the model has to adapt not only to the Initfreumstances but also to
the changes of the context. In such a way, changeable GDMgses with heterogeneous
information could be developed and we can simulate with raoceiracy level the real pro-
cesses of human decision making which are carried out inggresie environments as the
Web, commerce, financial investment, health, navigatiatynal resources management
and so on.
This new adaptive GDM model is composed of the following fiveqesses (see Fig):

(1) Format and domain management
(2) Consensus process

(3) Selection process

(4) Changeable context management
(5) Feedback process
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Fig. 2. Structure of the new GDM model for changeable costext

3.1. Format and domain management

Given that we assume two kind of preference relations, inGIDM model it is necessary
to make the information uniform before applying the conserend selection processes.

To make uniform multigranular fuzzy linguistic informatioexperts’ preferences have
to be transformed (using a transformation function) intingle domain or linguistic term
set that we call the basic linguistic term set (BLTS), dedditg S+.2* To do this, it seems
reasonable to impose a cardinality high enough to mainkegruncertainty degrees asso-
ciated with each one of the possible domains to be unifieds Migians that the cardinality
of the BLTS has to be as high as possible. Therefore, in a geneairltigranular fuzzy
linguistic context, to seleci, we proceed as it was proposed in R&E

(1) If there is only one linguistic term set, from the set dfelient domains to be unified,
with maximum cardinality, then we choose that one as the BISES

(2) If there are two or more linguistic term sets with maximecandinality, then the selec-
tion of St will depend on the semantics associated with them.

(a) If all of them have the same semantics, i.e., the same fuzmbership functions
associated with the linguistic terms but with differenttsyg then any one of them
could be selected & .

(b) If two or more of them have different semantics, thgnis defined as a generic
linguistic term set with a number of terms greater than thmlper of terms a
person is able to discriminate, which is normally 7 o¥*9.

OnceSt has been selected, the following multigranular transfaiongunction is ap-
plied to transform every linguistic value into a fuzzy sefided onSy. If S = {ly,...,l,}
and St = {co,...,cq} are two linguistic term sets, with > p, then, a multigranular
transformation functions s, : S — F(Sr) is defined as follows:

TS,S4 (ll) = {(C]C, O‘k)|ak = maxymin{ﬂlq' (y)a Hey, (y)}7 k= {07 s 79}}
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WhereF'(St) is the set of fuzzy sets defined ¢kt , andy, (y) and ., (y) are the
membership functions of the fuzzy sets associated withitigiistic terms/; andcy, re-
spectively.

In order to unify all the experts’ preferences, differentltiguanular transformation
functionsrs, s, are defined. Each linguistic preference valfiec S, will be transformed
in a fuzzy sepl; = 7s,.s, (pl;) = {(cx, af;)|k = {0,..., g}} onSy. To simplify, we will

use the membership degre(e%, cey afj) to denote each fuzzy sﬁij
P = (ody,..,0fy) - Pt = (af,,. . af))
ph = :
Pra = (ap1,---5001) - Py = (0, ., 0fy)

Finally, the system transforms each numeric FPR into a FO®RIo so, we just have
to compute its membership degree to each term of the BLTS.

3.2. Consensus process

Once the preferences have been given by the experts andsteensizas made this infor-
mation uniform, we can compute the level of agreement aekli@vthe current round.

As experts might use linguistic term sets with differenttaality and semantics, each
expert's linguistic preferenqg; has been transformed in a fuzzy gt= (o}, .. ., a%’]).
Some drawbacks related to the use of traditional distan@surements were pointed out
in Ref. 22, and an alternative similarity functionwas proposed to overcome them. The

similarity function takes as its arguments the central @slaf the fuzzy sets to compare.

Given a fuzzy sep); = (o, . .. ,a?jg), its central value defined as
hk
co(fl) = Do ko)
U\Pij N9 ghk
k=0 "

represents the center of gravity of the information corgdiim the fuzzy set.
The similarity between two preference valuegi);, p!,) € [0, 1], is defined as

~1

(ﬁh )y=1- |CU(]5?7)_CU(ZN’§j)|
177 g .

g
Consensus degrees measure the agreement between exeéetgnces. For each pair
of experts(en, e;), (h < 1), a similarity matrixSM " is calculated with

Rl NP C
i —s(p”,pm)h,j ={1,...,n}ANi#j.

Then, a consensus matrix M, is calculated by aggregating all the similarity matrices
using the arithmetic mean as the aggregation funetion

sm

12 13 1m 23 (m—1)m
i 0 STGS ooy ST ST, L sy ).

cmyj = ¢(sm
Once the similarity and consensus matrices are computedrecegd to obtain the
consensus degrees at the three different levels to obtdobalgonsensus degree, called

consensus on the relation:
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(1) Consensus degree on pairs of alternativBise consensus degree on a pair of alterna-
tives (x;, z;), denotedep;;, is defined to measure the consensus degree amongst all
the experts on that pair of alternatives:

CPij = CMyj

(2) Consensus degree on alternativEke consensus degree on alternatiyelenotedta;,
is defined to measure the consensus degree amongst all #wseomp that alternative:

Z?:l;j;éi(cpij + cpji)
2(n—1)

CQ; =

(3) Consensus degree on the relatidie consensus degree on the relation, denGted
is defined to measure the global consensus degree amoniyst @dperts’ opinions:

Mo ca;

n

CR =

When the consensus measi*& has not reached the minimum required consensus
level C'L and the number of rounds has not reached a maximum numberatidns (de-
fined prior to the beginning of the decision process), theespopinions that are hindering
the agreement must be modified. The valu€’'@f will obviously depend on the particular
problem we are dealing with. When the consequences of thigidet¢o be made are of
utmost importance, the minimum level of consensus requdiredake that decision should
be logically as high as possible. At the other extreme, wherdecision’s consequences
are not really serious (but are still important), and it igent to obtain a solution of the
problem, a lower” L implies an small number of consensus rounds to reach theragre,
and consequently, faster decisions.

3.3. Selection process

In order to obtain a collective assessment from the wholegaf experts, we apply a
selection process which has two pha’¢3:aggregatiorand (i) exploitation

e Aggregation phase:
This phase defines a collective preference relafityns- (pfj), obtained by means of the
aggregation of all individual fuzzy preference relati({n%l, P2, Pm}. It indicates
the global preference between every pair of alternativesraing to the majority of ex-
perts’ opinions’>%® Clearly, becausg; = (o, ..., ai}g) thenpf; = (o), ..., aiY)
with a§¥ = ¢(ajF, ..., afi%), which means thats; is also a fuzzy set defined d-.
An useful aggregation operator is the Ordered Weightedayiag (OWA) operator de-
fined by Yager in Ref57. As we are handling a set of experts who come from different
backgrounds, it seems reasonable that they present differportance degrees. To deal
with this situation, before computing any aggregation, wehndefine a set of suitable
weight values and choose a good aggregation opé&fafawvhich should take into ac-

count these weight values. To do that, we use the Induced QRMWA) operatorf®6?
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e Exploitation phase:
This phase transforms the global information about thersté/es into a global ranking
of them, from which the set of solution alternatives is ofeal. The global ranking is
obtained applying two choice degrees of alternatives tathiective fuzzy preference
relation®? the quantifier guided dominance degré@GDD) and thequantifier guided
non dominance degrd@GNDD).

(1) QGDD;: This quantifier guided dominance degree quantifies the anae that
one alternative:; has over all the others in a fuzzy majority sense:

QGDD; = ¢q(pi1, Pia; - - - 7]9?(1;1);17?(”1)7 ooy Pin)

This measure allows us to define the set of non-dominatedhattees with maxi-
mum linguistic dominance degree:

XQEPP = {2, € X | QGDD; = sup,,exQGDD;}

(2) QGNDD;: This quantifier guided non-dominance degree gives thesggdggrwhich
each alternative;; is not dominated by a fuzzy majority of the remaining alterna
tives:

QGNDD; = ¢o(NEG(p1;), NEG(p3;), .- - NEG(p[;_1):);
NEG(Pfi+1)i)a s NEG(p,;))

where

R if pi; <pj;
pi; =

pg; — v i pf; >
represents the degree in which is strictly dominated byz;. The set of of non-
dominated alternatives with maximum linguistic non-doarioe degree is

XQGNDD _ {331 cX | QGNDDl = SupzngQGNDDj}-

Finally, the solutionX,,, is obtained as:
Xsol _ XQGDD N XQGNDD )

3.4. Changeable elements management

Probably, the most useful contribution of this paper is tee process to manage change-
able elements. In many real world decision contexts aslineaitnmerce, and so on, due to
different factors, some elements of the problem could vaigttghout the decision process.
In order to make the decision making process more realisgéqyrovide a new tool to
deal with appropriate changes of the set of alternativelseoptoblem. This tool is defined
by a method which allows the revision of the alternatives;dagoving old items or insert-
ing new ones. To do so, the method identifies those unavait@ahlinfeasible alternatives
and remove them if necessary. Then, if new good alternatiaes appeared at a time, they
can be inserted as elements of the problem and be considettesinext consensus round.
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It is worth noting that we assume that alternatives are ieddpnt and the inclusion or
elimination of one of them can not change the features oféh®ining ones.

Thus, the method has two different phases: (1) Remove oléleadents and (2) Insert
new good elements.

(1) The first phase identifies alternatives whose initiasileitity or availability have been
reduced during the decision process. To do that, the toalkshthe availability and
the QGDD degree of each alternative. If any of them is notlalte or it has a low
QGDD, this alternative is a candidate to be removed.

(2) The second phase manages the opposite situation, thvahén some new elements
have emerged. Basically, the system checks if some new gqueits or alternatives
have appeared in the decision context due to some dynangmekfactors. If this is
the case, these alternatives are candidates to be corsaeetements of the problem.

Finally, experts are informed about the candidates to bevemhand inserted and they
have to express their agree or disagree with each of the ebaiipen, the tool acts on
each particular change possibility according to the mgjafithe experts opinions.

In most of the cases, changes happen because the GDM preEssdd not only on
the server operation, but also on the experts interactiarfortlinately, experts are not
always online, consequently, the problem resolution cadddayed while experts send
their preferences. This wasted time could be avoided byingntne system on mobile
devices, that can be used at anytime and anywhere, reacsteg tlecisions and avoiding
the necessity of management of many of the changes prodndée icontext if experts
were late sending their opinions.

3.5. Feedback process

To guide the change of the experts’ opinions, the model siteala group discussion ses-
sion in which a feedback mechanism is applied to quickly inbashigh consensus level.
This mechanism is able to substitute the moderator’s asfiorthe consensus reaching
process. The main problem for the feedback mechanism is ddind a way of making
individual positions converge and, therefore, how to supfi® experts in obtaining and
agreeing with a particular solution. To do that, we computeis consensus measures,
called proximity measures-’

These measures evaluate the agreement between the irdigiherts’ opinions and
the group opinion. To compute them for each expert, we needdche collective fuzzy
linguistic preference relation?® = (p{;), previously defined as the aggregation of the
individual preference relations.

Clearly, the similarity functions defined in R&f2 can be used to evaluate the agree-
ment between each individual expert’s preferené¥s,and the collective preference?;.
Therefore, the measurement of proximity is carried out io steps.

(1) For each expert;,, a proximity matrix,PM" = (pmfj), is obtained where

h h
pmy;; = 5(pijapfj) .
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(2) Computation of proximity measures at three differengls:

(a) Proximity measure on pairs of alternativquj. It measures the proximity be-
tween the preferences on each pair of alternatives of therexpand the group.

iy = pmij .
(b) Proximity measure on alternativegq””. It measures the proximity between the
preferences on each alternativeof the expert;, and the group.

h
o — Z;‘L:Lj;éi PPij
p K2 (n _ 1) °

(c) Proximity measure on the relatiop;”. It measures the global proximity between
the preferences of each expeytand the group.

h _ > pay '
n
These measures let us to build a feedback mechanism so thatt®xhange their
opinions and narrow their positions. To do so, the produaaticadvice to achieve a solution
with the highest possible degree of consensus is carriethdwip phasestdentification
phaseand Recommendation phase

pr

(1) Identification phaselMe must identify the experts, alternatives and pairs ofadtéves
that are contributing less to reach a high degree of consensu

(a) Identification of expertsWe identify the set of expertdy X PC' H, that should
receive advice on how to change some of their preferencesalu

EXPCH = {h|pr" <~}.

Where~ is the minimum proximity level required for the expert to bated to
change.

(b) Identification of alternativedVe identify the alternatives whose associated assess-
ments should be taken into account by the above experts ichdrgge process of
their preferences;

ALT), = {z; € X | pa? <y Ah € EXPCH}.

(c) Identification of pairs of alternativen this step we identify the particular pairs of
alternativegx;, =;) whose respective assessm@j;sthe experty, should change.

PALT), = {(zi, ;) | pp}y <y ANz; € ALT, Nh € EXPCH} .

(2) Recommendation phade.this phase we recommend expert changes of their prefer-
ences according to two kinds of rules:

(a) Rules to change the opiniond/e must find out the direction of change to be
applied to the preference assessmép,twith (xi,2;) € PALT},. To do this,
we define the following two direction rules. It is worth to eahat if one of
the alternatives of the paie;, x;) has been replaced in the managing process
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of dynamic information, that pair has to be removed from teeBALT},, as
there is not need to provide rules for alternatives that lieen removed from
the alternatives’ set.

o If pﬁlj > pf;, the experey, should decrease the assessment associated to the
pair of alternativegz;, z;).

o If p% < p§;, the expert;, should increase the assessment associated to the
pair of alternativegz;, z;).

4. Example

In this section, we will illustrate a simple usage scenafithe system to check how the
model works. We should point out that the system could dethl @mplex problems per-
fectly, because the prototype allows changeable setseshalives, it manages their inputs
and outputs in real time, and it can also address problentslange sets of alternatives.
When all alternatives cannot be displayed on a mobile sattre same time, the remain-
ing ones can be ordered in a supply list and be evaluatedifatbe process. Therefore,
the system can support a big number of alternatives to solveex problems.

Let us suppose that the board of directors of a company, ceegpof 4 members
(experts), would like to buy a new powerful computer in orderupdate their soft-
ware to the new technologies. Consequently, they have tml@dlbe most appropriate
one to cover the requirements of the new system. Thus, thegider four alternatives
X = {Acer, Sony, Toshiba, Apple} and it is necessary to reach consensus to choose one
of them.

In this initial context, we have to take into account that tiectors’ background is
heterogeneous, so, they can not express their preferantss same way. Moreover, we
need to use a GDM model that manages changeable framewar&adeein commerce
decision situations, the items can change their avaitgliliite often. In particular, our
mobile GDM model was used because it has been designed tavithdieterogeneous
information and this kind of changes in the context of theiglen problem.

4.1. Firstround

Experte; started giving his opinions by using a FRR by using a MFLPR with the label
set A, ances by using a MFLPR with the label set B (see F3).

o Label set A:

— ap = (0,0,0.13)

- a; = (0,0.13,0.25)
— as = (0.13,0.25,0.38)
— a3 = (0.25,0.38,0.5)
— as = (0.38,0.5,0.63)
- a5 = (0.5,0.63,0.75)
— ag = (0.63,0.75,0.88)
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Insert Preferences

X1 X4

— | o. 9| 0.7
0.7 0.8
0.1 0.2
03 | 02|08 | —

(a) Expert 1

— a7 = (0.75,0.88,1)

— ag = (0.88,1,1)
e Label set B:
— bp =(0,0,0.25)
— by =(0,0.25,0.5)
— by =1(0.25,0.5,0.75)
— b3 =1(0.5,0.75,1)
— by = (0.75,1,1)

Insert Preferences

X1

X2

as
a
a

as
as
ar

(b) Expert 2

Fig. 3. Expert's preferences.

Insert Preferences

X5

X3

b2
bo
b1

ba
ba
ba

(c) Expert 3

4.1.1. Format and domain management: making the information umifo

According to the conditions in Se8.1, S = A. We unify the different linguistic term sets
by using the transformation functioqs 4 s,,75.s, }, then we compute the membership
degrees to each term 6% of the preferenceﬁ}j.

TA,S; -

ap — (1,0,0,0,0,0,0,0,0)
a; — (0,1,0,0,0,0,0,0,0)
az — (0,0,1,0,0,0,0,0,0)
as — (0,0,0,1,0,0,0,0,0)
aq — (0,0,0,0,1,0,0,0,0)
as — (0,0,0,0,0,1,0,0,0)
asg — (0,0,0,0,0,0,1,0,0)
a7 — (0,0,0,0,0,0,0,1,0)
ag — (0,0,0,0,0,0,0,0,1)

TA,S; -

bo — (1,0.67,0.33,0,0,0,0,0,0)
by — (0.33,0.67,1,0.67,0.33,0,0,0,0)
0,0,0.33,0.67,1,0.67,0.33,0,0)
bs — (0,0,0,0,0.33,0.67, 1,0.67,0.33)
bs — (0,0,0,0,0,0,0.33,0.67,1)

b2—>
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4.1.2. Consensus process

Computing consensus degrddie consensus degree is obtained at the three different lev-
els. First, the similarity matrix for each pair of expert€@mputed, and so the consensus
matrix is obtained. Then, the consensus degrees on paiteoiatives, alternatives, and
global relation are obtained from the consensus matrix.

(1) Consensus Matrix:
— 0.66 0.50 0.38
0.66 — 0.42 0.38
0.36 0.59 — 0.66
0.36 0.52 0.66 —

CM =

(2) Consensus on pairs of alternativ8%ie elementi, j) of C M represents the consensus
degrees on the pair of alternatives, z; ), thus,cp;; = cm;;.
(3) Consensus on alternatives:

car =0.49 cao, =0.54 caz =0.53 cay =0.49
(4) Consensus on the relation:
CR=0.51

Controlling the consensus proceds: this step of the consensus model, the global
consensus valu&, R, is compared with the minimum consensus threshéld, In this
example, we have decided to use the valué, = 0.75. As CR < CL and number of
rounds< MaxRounds, it is concluded that the consensus among the experts isgtot h
enough.

4.1.3. Changeable elements management

As soon as the system has verified that the minimum conseeseisdmong the experts
has not been reached and before beginning a new round ofr=rsseét is necessary to
update all the information of the problem that there couldh&nged during the process.

In this case, the alternatives have changed. The alteenatiprovided by “Acer” is not
available because it is out of stock. Moreover, a new goadradtive provided by “Dell”
has recently appeared in the computers market. Therefewenbdel asks the experts if
they agree with the changes and as the answer is affirmatliasdow the new alternative
x1. The experts will be informed about it and then they are utgedfill their preferences
about the new alternative.

4.1.4. Feedback mechanism

e Computation of proximity measures:

(1) Proximity matrices:

- 0.75 0.75 0.50
0.7% — 0.75 0.50

0.50 1.00 — 0.00
0.50 0.75 0.75 —

PM' =
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— 1.00 0.50
.00 — 0.75
0.75 0.75 -
0.75 0.75 1.00

PM? =

— 0.75 0.75
0.7 — 0.25
0.50 —
0.75 0.75

PM® =

(2) Proximity on pairs of alternativesPP" = PM".
(3) Proximity on alternatives (See Tall¥

Table 1. Proximity measures on alternatives.

T 9 T3 T4

pal =0.66 | pas =0.66 | pai =0.50 | pal =0.66
pa? =0.75 | pa3 =0.83 | pa% =0.83 | pa? =0.83
pa3 =0.75 | pa3 =0.50 | paj =0.50 | paj =0.66

(4) Proximity on the relation:
pri=0.59 pr2 =0.81 pr®=0.80
e Production of advice:
(1) Identification phase:
(a) ldentification of experts:
EXPCH = {ey, | pr" < minProxDegree = 0.65} = {e;}
(b) Identification of alternatives:
ALTy = {x; € X | pal < minProxrDegree
=0.65 Aep, € EXPCH} = {x3}
(c) Identification of pairs of alternatives to generate rentendations:
PALT, = {(z3,21), (x3,22), (x3,24)}

(2) Recommendation phase:
In this phase, we have to take into account that alternativieas been replaced in
the previous process by a new one. 8pdoes not need rules to be modified and
there is a new alternative in the discussion set that needpredference values (see
Fig. 4).
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Recommendations

You should decrease
the assessment for
the pair (X3,X2).

You should decrease
the assessment for
the pair (X3,X4).

Back

Fig. 4. Expert 1 recommendations.

(a) Rules to change the opinions:

— Becauser; has been replacegs, andp}, do not need be modified.
— Becausei, > p§,, experte; is advised to decrease the assessment of the

alternativers in respect of the alternative,.
— Becausepi, < p§,, experte; is advised to increase the assessment of the
alternativers in respect of the alternative,.

4.2. Second round

The experts send their preferences about the new discussiaf alternatives to start the
second round of the consensus reaching process (se8) Fig.

4.2.1. Make information uniform and consensus process
To make the information uniform, the system acts in the samy thvat in the previous
round. Then, the consensus measure is computed.

Consensus on the relatiof!R = 0. 78

Because€” R > C'L, then it is concluded that there is the required consensosigsh
the experts, and consequently, the final solution shoulcbkereed by applying the selec-
tion process.

4.2.2. Selection process

(1) Aggregation: The collective preference relation is pobed by using the OWA
operator.
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Insert Preferences

Insert Preferences Insert Preferences

X5 | X2 X4
— | bs bs

X1[X2 | X3 |X4 X1|X2 | X3 | X4
— |09 |07 |07 — | a | as as

01 | — |03 |04 a | — | as ar br | — | bs bs

b1 bo
b | bo

03| 07| — . as | @ | —

02 |06 |05 as | a | as

(a) Expert 1 (b) Expert 2 (c) Expert 3

Fig. 5. Experts’ preferences.

Table 2. Choice degrees.

T 9 3 T4
QGDD; |VH| H [ M | H
QGNDD; | P | VH | VH | VH

(2) Exploitation: Using the linguistic quantifier “most gfive obtain the choice degrees
(see Table 2).
Clearly, the maximal sets are:

XQGDD = {xl} andXQGNDD = {xl}

Finally, we can conclude that according to the experts’ igpirthe computer provided
by “DELL” offers the biggest price-quality ratio to meet theequirements.

5. Conclusions

We have presented a new mobile GDM model for changeableide&rvironments which
allows experts to send/receive information at anytime andvaere and also choose the
best way to express their preferences.

In short, we can conclude that with this mobile GDM model walldbe able to model
a wide range of GDM problems in which experts can interact iaaly flexible way by
using FPRs or MFLPRs to express their preferences andsihiécessary, the alternatives
of the problem could be modified during the decision process.
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